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Professional Summary:
Site Reliability Engineer, DevOps with 13+ years of progressive experience spanning cloud infrastructure, automation, observability, and incident response across enterprise-scale environments. Adept at designing resilient systems, enforcing SLOs/SLIs, and driving operational excellence through proactive monitoring, CI/CD reliability, and infrastructure as code. Proven success in reducing MTTR, optimizing performance, and leading livesite operations for global platforms hosted on Azure. Skilled in Terraform, PowerShell, Azure DevOps, Splunk, Grafana, and Dynatrace, with a strong focus on scalability, security, and compliance. Collaborative and pragmatic, with a track record of aligning engineering efforts with business outcomes and mentoring teams on SRE best practices, being associated with various Microsoft projects for 10+ years.
· Delivered real-time monitoring and alerts using Splunk, Grafana, and Azure Monitor to ensure proactive issue detection and remediation.
· Defined SLIs/SLOs, SLAs and delivered performance dashboards to track reliability metrics and reduce repeat incidents.
· Led cloud migration from on-prem to Azure, achieving 30% cost savings through reserved instances and autoscaling strategies.
· Conducted resilience testing and performance assessments across distributed systems to ensure high availability and disaster recovery readiness.
· Directed war rooms and incident triage for critical outages, driving root cause analysis and corrective actions that reduced MTTR by 45%.
· Championed blameless postmortems and chaos engineering practices to enhance system resilience and foster continuous improvement.
· Mentored engineers in SRE principles, automation, and observability tooling, cultivating a high-performing and inclusive team culture.
· Promoted diversity and inclusion by advocating equitable opportunities and respectful collaboration across global teams.
· Automated secret rotation, patching, and audit reporting using Azure Key Vault, Defender for Cloud, and CI/CD integrations.
· Conducted load testing and capacity planning for Azure workloads, improving response times by 30% and reducing resource waste.
· Acted as SRE lead in cross-team war rooms, bridging gaps between engineering, support, and product teams during critical incidents.
· Led modernization of legacy infrastructure by architecting scalable, fault-tolerant Azure environments using Terraform, PowerShell, and automation pipelines.
· Designed and implemented infrastructure-as-code (IaC) frameworks across hybrid cloud platforms, improving deployment consistency and reducing manual errors by 80%.
· Collaborated with cross-platform teams to resolve systemic issues and drive infrastructure transformation aligned with business KPIs.
· Built self-healing mechanisms and auto-remediation scripts that reduced operational toil and improved SLA adherence.
· Expertise in Microsoft Azure, including Azure AD, Azure Automation, Azure Monitor, Azure DevOps, ARM templates, and Azure Security Center.
· Experienced in designing and deploying secure Azure infrastructure, including Key Vault, NSGs, RBAC roles, VM storage, and certificate, passwords/Secrets rotation processes.
· Built and maintained CI/CD pipelines using Azure DevOps, automating code integration, testing, and deployments.
· Hands-on experience in containerizing legacy applications using Docker and integrating them into modern pipelines.
· Strong understanding of RAID analysis, RACI matrix, and compliance-driven resource allocation in large enterprises.
· Proficient in deploying and administering VMware ESXi 8.0, vCenter Server Appliance 8.0, including Datacenter, Cluster, and VM setups.
· Experienced in preparing Power BI dashboards to monitor Azure health metrics and drive informed decision-making.
· Actively participated in Agile/Scrum ceremonies, sprint planning, and daily standups to ensure project visibility and delivery.
· Built and managed Hyper-V and VMware environments (vSphere 5.0/5.1/5.5), including provisioning VMs and managing snapshots.
· Solid knowledge in Active Directory, DNS, DHCP, DFS, and Group Policy Management across multiple environments.
· Managed change, incident, and problem management processes following the ITIL framework, using tools like BMC Remedy 7.6.
· Supported various server roles, including File/Print, Application, IIS Web, SharePoint, Terminal Services, and Citrix.
· Provided 24/7 on-call production support, incident resolution, and SLA compliance across geographically distributed client sites.
· Strong interpersonal and communication skills to handle client escalations, status reporting, and knowledge transfers globally.
Certifications:
· AZ-400 Microsoft Certified Azure DevOps Engineer.
Technical Skills:
Cloud Platforms: 	Microsoft Azure (AAD, Azure DevOps, Azure Monitor, Key Vault, Azure Automation, ARM Templates, NSGs, RBAC, VMs, Cost Management), VMware ESXi/vSphere/vCenter, Citrix XenApp, Azure Stack HCI.
Operating Systems: 	Windows Server 2003/2008/2012/2016/2019, Windows 7/10, Linux (basic), Hyper-V.
DevOps & Automation: 	Azure DevOps (CI/CD), Git, GitHub, PowerShell, Shell Scripting, ARM Templates, Docker, PXE Boot, DHCP Options 66/67.
Scripting & IaC: 			PowerShell, Shell Scripting, Azure ARM Templates
Monitoring & Reporting: 		Splunk, Grafana, Azure Monitor, Power BI Dashboards
Security & Compliance: 	Azure Key Vault, SSL Certificate Management, Security Patch Management (WSUS, DMS), Compliance Audits, Access Control, Governance Reviews.
Backup & Recovery: 	VMware Snapshots, SQL Server Backup/Restore, File Server Backup, Disaster Recovery Planning.
Infrastructure & Administration: 	Active Directory (GPOs, OU, User Management), DNS, DHCP, DFS, IIS, SharePoint, Terminal Services, Exchange, Citrix MCS.
Project & Process Management: 	Agile, Scrum, ITIL, Jira, RAID/RACI Matrix, Stakeholder Communication, Reporting, Risk & Effort Estimation.
Tools & Utilities: 	ServiceNow, BMC Remedy 7.6, Hyper-V Manager, SCCM, Microsoft Office Suite, Antivirus Tools (Symantec, Malwarebytes).
Application & Web Hosting: 		WordPress, Adobe Experience Manager (AEM), IIS Web Servers.
Hardware & Testing: 			Dell DX, Cisco UCS, Benchmark Testing, Lab Validation.
Professional Experience:
Project 7: Microsoft-Ecosystem Partner Services Offering (EPSO)                                                  June 2024- Present
LTIMindtree, Redmond, Washington.								  
Role: SRE & Cloud Infra Engineer (Tech Lead)

Responsibilities:
· Designed and deployed a scalable automation framework using Azure Automation, DSC, and PowerShell to enforce patching, compliance, and drift detection across 100+ VMs.
· Achieved 98% compliance within 3 months and reduced manual remediation effort by 40%.
· Integrated alerting and auto-remediation workflows with Azure Monitor and Logic Apps to minimize downtime.
· Refactored Azure DevOps pipelines with gated approvals, rollback strategies, and YAML templating to improve deployment reliability.
· Reduced release failures by 50% and accelerated deployment cycles by 40%.
· Implemented policy-as-code using Azure Policy and Sentinel to enforce infrastructure governance across environments.
· Integrated Splunk and Dynatrace for real-time log analytics and performance monitoring.
· Led livesite support for critical Azure-hosted services, managing high-severity incidents and coordinating war rooms across engineering and support teams.
· Authored postmortems and implemented corrective actions that reduced repeat incidents by 60%.
· Established on-call rotations and escalation workflows using PagerDuty and Azure Monitor.
· Oversaw backlog grooming, stakeholder alignment, and risk escalation while authoring scalable documentation and validating hardware readiness for deployment.
· Automated secret injection and certificate rotation by integrating Terraform with Azure Key Vault and CI/CD pipelines, enhancing security posture and reducing manual overhead.
· Integrated Dynatrace and Azure Monitor with automated alerting and remediation scripts.
· Implemented RBAC, Key Vault integration, and policy-as-code using Azure Policy and Sentinel ensuring compliance across 100+ subscriptions and reducing audit findings by 80%
· Managed livesite operations and provided end-to-end technical support for over 26 global partners, ensuring high availability and performance across Azure AD and DevOps environments.
· Played a key role in the Ecosystem Partner Services Offering (EPSO) project, supporting 120+ hardware ecosystem partners (Client, Server, IoT, Azure Stack HCI) under a revenue-generating support model.
· Collaborated with partners and internal engineering teams to address technical queries, share contract insights, and gather feedback to drive continuous process improvement.
· Created executive dashboards in Power BI to visualize deployment velocity, incident trends, and cost metrics—used by leadership for quarterly planning and partner reviews.
· Collected and analyzed requirements, created backlog items with detailed descriptions, and prioritized tasks based on business impact and timelines.
· Provided accurate effort estimates and delivery timelines for modules, tracking deviations and escalating risks to stakeholders when necessary.
· Authored and maintained procedural documentation, training guides, and bug resolution plans for future software releases.
· Ensured end-to-end project delivery through effective expectation management, stakeholder alignment, and timely escalation of blockers.
· Participated in lab testing of Dell DX and Cisco UCS hardware, validated performance benchmarks, and deployment readiness.

Project 6: Microsoft-Go Local MS Exchange Migration                                                                   Apr 2024 - June 2024
LTIMindtree, Hyderabad, India.								  
Role: SRE & Cloud Infra Engineer
Responsibilities:

· Led Microsoft Go Local migrations for Office 365 workloads, applying program management best practices to drive compliance, phased cutovers, and post-migration validation.
· Led End-to-End Migration Strategy- Orchestrated phased migration of Office 365 workloads (Exchange, SharePoint, Teams) with minimal disruption, aligning with Go Local data residency and compliance goals.
· Directed Cross-Functional Program Governance- Defined success metrics, managed RAID logs, and facilitated stakeholder alignment across engineering, legal, and customer success teams.
· Executed Technical Migrations with Precision- Delivered mailbox migrations, SharePoint site transfers, and Teams data moves using PowerShell, Migration Manager, and third-party tools—ensuring data integrity and continuity.
· Ensured Post-Migration Compliance & Security- Validated regional data residency, updated DLP policies, and enforced conditional access rules to meet Go Local standards.
· Drove Change Management & User Enablement- Led training sessions, created adoption guides, and resolved post-migration issues to support seamless user transition and engagement.
· Delivered Executive Reporting & Impact Analysis- Built dashboards and scorecards using Power BI and Planner to track KPIs, communicate risks, and showcase program success to leadership.


Project 5: Microsoft-M365 Wordpress Migration and Site Reliability Engineering                          June 2022 – Apr 24
LTIMindtree, Hyderabad, India.								  
Role: Sr. Specialist – Cloud Engineering

Responsibilities:
· Led large-scale application and database migrations, including WordPress to Azure/AEM and Go Local Migration projects, covering prerequisites, execution, disaster recovery, backups, and performance testing.
· Dockerized legacy applications and built CI/CD pipelines to enable seamless integration and deployment using Azure DevOps.
· Monitored and remediated Azure security vulnerabilities flagged through Microsoft S360 Security Compliance portal, ensuring alignment with enterprise security standards and audit readiness.
· Defined and tracked key performance indicators (KPIs) across CI/CD pipelines and incident response workflows, driving continuous improvement and operational transparency.
· Led a cross-functional DevOps team, overseeing delivery of cloud-native solutions, mentoring junior engineers, and fostering a culture of accountability and technical excellence
· Conducted regular sprint ceremonies, daily standups, and cloud governance reviews.
· Oversaw day-to-day incident workflows, ensuring timely resolution, root cause analysis, and documentation to enhance team responsiveness and reduce recurrence.
· Led internal quality checks across daily responsibilities, validating adherence to process rigor, accountability, and service reliability benchmarks.
· Designed and deployed scalable Azure infrastructure using Terraform, managing remote state, reusable modules, and environment-specific configurations.
· Designed and implemented secure Azure infrastructure components, including Key Vault configuration, secret/certificate rotation, and network setups.
· Designed and implemented custom WAF policies using Azure Front Door and Application Gateway
· Used PowerShell scripting for automation, CI/CD deployment via Azure DevOps, and version control through Git.
· Delivered weekly/monthly status reports to stakeholders, conducted daily sync-up calls, and resolved cross-functional challenges through direct coordination with SMEs and customer teams.
· Utilized Power BI dashboards to monitor and report on Azure health metrics, enabling proactive remediation and informed decision-making.
· Administered and supported Azure Active Directory, RBAC roles, NSGs, virtual machines, storage accounts, and ARM templates.
· Actively involved in cloud migration, Azure monitoring dashboards, and cost optimization reviews.
· Used Splunk, Grafana, and Azure Monitor for real-time system health monitoring and alert configuration.
· Created compliance/security reports and managed operational reviews with stakeholders.
· Integrated System Center Operations Manager (SCOM) alerts.
· Implemented auto-scaling policies for Azure Kubernetes Service (AKS) and ECS workloads, optimizing resource utilization and maintaining SLA compliance during peak loads.

Project 4: Microsoft-PowerApps Engineering                                                                                  Jan 2020 – June 2022
Mindtree, Hyderabad, India.								  
Role: Tech Lead
Responsibilities:
· Conducted RAID analysis, managed resource allocation using RACI matrix, and ensured alignment with compliance and internal audit requirements.
· Evangelized citizen development through governance frameworks, reusable components, and training programs. Balanced agility with compliance and security.
· Managed production health for PowerApps solutions, including connector reliability, data gateway performance, and user experience telemetry. Partnered with engineering to resolve systemic issues.
· Defined and enforced SLAs for internal and external services.
· Delivered concise, data-backed weekly summaries to leadership, highlighting key metrics, blockers, and progress against milestones.
· Presented operational health, customer satisfaction, and engineering velocity to stakeholders. Used trend analysis and incident retrospectives to drive roadmap decisions.
· Created and delivered annual strategic presentations to customers, showcasing uptime, innovation, roadmap alignment, and business impact. Tailored messaging for executive audiences.
· Low-Code Engineering & Strategy- drag and drop
· Architected scalable PowerApps solutions with secure data access, role-based controls, and performance optimization. Integrated with Azure Functions and Dataverse for extensibility.

Project 3: Microsoft-Customer Care Intelligence                                                                             Sept 2018 – Jan 2020
Mindtree, Hyderabad, India.								  
Role: Technical Specialist 

Responsibilities:
· Maintained Azure Bot Services for automated incident triage and user interaction, improving response time and reducing manual workload.
· Designed and deployed conversational bots using Azure Bot Framework, integrating with enterprise authentication and telemetry pipelines. Enabled proactive messaging and escalation workflows for support scenarios.
· Implemented real-time alerting using Azure Monitor and custom KQL queries. Tuned thresholds to reduce noise and ensure actionable signal-to-noise ratio across distributed services.
· Led 24x7 livesite readiness and triage for production workloads. Owned incident response, root cause analysis, and postmortem documentation with clear mitigation and prevention strategies.
· Built custom dashboards for performance, error rates, and user behavior. Leveraged Kusto queries to correlate telemetry across services and drive engineering improvements.
· Built advanced Kusto queries for telemetry analysis and dashboarding in Azure Monitor and Log Analytics, enhancing visibility into system health and performance trends.

Project 2: Microsoft-IAM/DA (Identity Access Management/Dynamic Orchestration)            Nov 2017 – Sept 2018
Mindtree, Hyderabad, India.								  
Role: Technical Specialist 
Responsibilities:
· Performed certificate renewals and deployment tasks, ensuring uninterrupted service and security compliance.
· Proactively managed certificate renewals, password rotations, and secret updates across production and development environments to maintain compliance and minimize service disruptions.
· Automated renewal workflows using PowerShell and integrated monitoring alerts for expiration thresholds.
· Centralized secret management by integrating application and infrastructure credentials with Azure Key Vault, enforcing RBAC and audit logging.
· Designed and executed automated secret rotation strategies for app services, databases, and internal APIs, reducing manual overhead and improving security posture.
· Validated rotation success through post-deployment health checks and rollback readiness.
· Initiated engineering bridges, added relevant teams, and drove resolution within SLA using structured postmortem reviews.
· Authored and executed PowerShell scripts for patch orchestration, certificate binding, service restarts, and deployment validation.
Client 1: Microsoft-Identity Operations- Identity Access Management (IAM)                  Sep 2016 – Nov 2017
Mindtree, Hyderabad, India.								 
Role: Technical Specialist 
Responsibilities:
· Managed Active Directory domain controllers across hybrid environments, ensuring replication integrity, authentication reliability, and GPO consistency.
· Performed diagnostics and recovery for FSMO roles, DNS resolution issues, and secure LDAP configurations
· Deployed and maintained microservices using Service Fabric clusters, optimizing reliability and scalability for distributed workloads.
· Handled upgrade domains, fault domains, and health monitoring to ensure zero-downtime deployments.
· Security Patching & Compliance
· Led patching cycles for both Dev and Prod environments, aligning with security baselines and change control policies.
· Created and approved WSUS patch packages, coordinated testing, rollback plans, and compliance reporting.
· Triaged and resolved high-priority IcM incidents, ensuring SLA adherence and root cause documentation.
· Initiated and drove engineering bridges, bringing in cross-functional teams (infra, app, DB, networking) to accelerate resolution.
· Deployment Coordination
· Orchestrated front-end and back-end deployments, validating build integrity, rollback readiness, and post-deployment health checks.

Environment: Microsoft Azure, Azure Active Directory (AAD), Azure DevOps, PowerShell, Git, ARM Templates, Azure Monitor, Azure Automation, Azure Key Vault, Azure Security Center, Citrix, VMware ESXi 8.0, vCenter Server Appliance (VCSA) 8.0, PXE Boot, DHCP, Active Directory, Machine Creation Services (MCS), AEM, WordPress, Docker, Splunk, Grafana, RAID, RACI Matrix, Power BI, CI/CD, NSGs, RBAC, Dell DX, Cisco UCS, GitHub, Agile/Scrum, Jira.
Client: Microsoft - MSCIT
Accenture, Hyderabad, India. 								    Feb 2015 – Aug 2016
Role: Sr. Software Engineer
Responsibilities:
· Built, automated, and supported mission-critical, secure, and highly available large-scale infrastructure systems across multiple environments.
· Created and managed Azure resources, including storage accounts and virtual machines, using Shell scripting for provisioning and automation.
· Monitored and maintained server loads across environments to ensure optimal performance and uptime.
· Participated in release deployments and performed rollbacks when necessary to maintain system stability.
· Provided advanced technical support on servers, resolving complex issues to ensure high customer satisfaction and minimal downtime.
· Installed and configured server operating systems, application software, antivirus solutions, and hardware components.
· Managed Active Directory tasks including disk space allocation, user profile creation, and user permissions management.
· Addressed incidents, monitored system alerts, and performed regular audits using Hyper-V Manager; led client bridge calls and security compliance meetings.
· Collaborated with global clients across multiple time zones (China, Mexico, USA) and managed access to various domains.
· Followed the ITIL framework for all IT service management processes, including change, incident, and problem management using Remedy 7.6.
· Provisioned and supported servers for various roles, including File/Print, Application, IIS Web, SharePoint, DMZ, Development, Terminal Services, and Citrix.
· Built and managed VMs using VMware vSphere (5.0, 5.1, 5.5), via both local client and web interfaces.
· Performed security patching through Microsoft DMS Console, SCCM and WSUS, ensuring compliance with organizational standards.
· Monitored key metrics and performance indicators to track system health and proactively address potential issues.
· Led incident management and emergency response activities, ensuring swift resolution of production issues.
· Worked closely with clients to remove blockers, ensure timely deliverables, and support successful project completion.
· Mitigated outages by applying technical service guides (TSGs) and proactive troubleshooting strategies.
Environment: Windows Server 2008/2012/2016, Microsoft Azure, VMware vSphere 5.0/5.1/5.5, Hyper-V Manager, Active Directory, DNS, DHCP, Microsoft DMS Console, WSUS, PowerShell, Shell Scripting, SCCM, Citrix, IIS, SharePoint, Remedy 7.6, ITIL Framework, Exchange, Antivirus Tools (Symantec, Malwarebytes), SQL Server, File/Print Services, Terminal Services.
Client: Electricity North West Ltd, UK (ENWL)
Wipro Ltd, (Wintel/Citrix), Hyderabad, India. 					    Mar 2012 – Jan 2015
Role: Project Engineer 
Responsibilities:
· Served as an L2 Wintel/Citrix Administrator, responsible for Windows 7 migration, Citrix environment management, VMware administration, Active Directory maintenance, and messaging support.
· Provided 24/7 operational support, including proactive system monitoring, alert resolution, and regular security patching to maintain system integrity and compliance.
· Led the resolution of incidents and problems during escalations, ensuring timely issue closure and maintaining high levels of customer satisfaction.
· Deployed and managed VMware ESXi 8.0 and vCenter Server Appliance (VCSA) 8.0, including Datacenter and Cluster setup for streamlined operations.
· Implemented Machine Creation Services (MCS) and secure VMware-Citrix connectivity; configured PXE booting with DHCP options 66 & 67 and integrated with AD.
· Administered and supported various domains, including Active Directory, Exchange, Citrix, VMware, DFS, and Global SFTP.
· Executed infrastructure upgrades, application deployments, and configuration changes by managing end-to-end change requests. 
· Provisioned and managed user mailboxes and deprovisioning. Configured mailbox permissions, shared mailboxes, and distribution groups, aligning with organizational access policies and collaboration needs. Monitored mailbox health and performance using Exchange Admin Center (EAC) and PowerShell.
· Performed upgrades and patching of Forefront components to maintain system integrity and compliance.
· Integrated Forefront with Active Directory for user-based access control and policy enforcement.
· Troubleshot calendar sync issues, mailbox access errors, and mail delivery failures, ensuring minimal disruption to end users and mailbox recovery.
· Documented Exchange configurations, mailbox provisioning workflows, and operational procedures for audit readiness and team knowledge sharing.
· Led and managed quarterly maintenance activities, patching cycles, and project execution, DR activities, delivering regular metrics and reports to senior management.
· Handled high-priority production incidents and managed critical bridge calls with clients to resolve complex technical issues, Led incident/problem resolution under escalations, ensuring high customer satisfaction.
· Proficient in managing incidents across various priority levels (P1–P4) with strict adherence to SLA timelines, ensuring timely resolution and minimal business impact
· Performed case audits and peer reviews to identify process gaps, improve resolution accuracy, and maintain a high standard of service quality
· Ensured clear and effective communication with stakeholders, both verbal and written, during incident resolution and customer interactions.
· Provided 24/7 on-call production support, covering incident and change management using tools like BMC Remedy, RCA
· Managed and configured core network services such as DNS and DHCP across multiple client environments.
Environment: Citrix, VMware ESXi/vCenter, Microsoft Exchange, Active Directory, DNS, DHCP, DFS, Global SFTP, SQL Server, BMC Remedy, PowerShell, Patch Management Tools, Incident & Change Management Systems, Microsoft Office Suite.
Education:
· Master of Business Administration in International Business, Coventry University, Coventry, United Kingdom.
· Bachelor of Science in Computer Science from Aurora Degree College, Hyderabad, India.
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